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Abstract: - The various data mining techniques could be effectively implemented on educational data. 

From results it is clear that classification techniques could be applied on educational data for predicting 

student’s outcome & improve their results.  Efficiency of various classification algorithms could be 

analyzed based on their accuracy & time taken to drive result.   Support vector machine is a model for 

statistics & computer science, to perform supervised learning, methods that are used to make analysis of 

data & recognize patterns. SVM is mostly used for classification & regression analysis. In same way k-

nearest neighbor algorithm is a classification algorithm used to classify data using training examples. In 

this paper we use SVM & KNN algorithm to classify data & get prediction (find hidden patterns) for 

target [5]. Here we use educational nominal data to classify & discover data pattern to predict future 

courses, Uses education mining which is use to classify text analysis in future. 

Keywords- SVM, kNN, Patterns, Analysis, Classification, knowledge discovery. 

 

1 INTRODUCTION 

Data mining (sometimes called data or knowledge 

discovery) is process of analyzing data from 

different perspectives & summarizing it into useful 

information. Data mining software is a number of 

analytical tools for analyzing data [1]. It allows 

users to analyze data from many different 

dimensions or angles, categorize & summarize 

relationships identified. Technically, data mining 

is process of finding correlations or patterns 

among dozens of fields in large relational 

databases. Data mining tools predict future trends 

& behaviors, allowing businesses to make 

proactive, knowledge-driven decisions. 

Automated, prospective analyses offered by data 

mining move beyond analyses of past events 

provided by retrospective tools typical of decision 

support systems. Data mining tools could answer 

business questions that traditionally were too time 

consuming to resolve [2].  

 

2 EDUCATION DATA MINING 

Educational Data Mining refers to techniques, 

tools & research designed for automatically 

extracting meaning from large repositories of data 

generated by or related to people learning 

activities in educational system settings. Quite 

often, this data is extensive, fine-grained, & 

precise [3]. For example, several learning 

management systems (LMSs) track information 

such as when every student accessed each learning 

object, how many times they accessed it, & how 

many minutes learning object was displayed on 

user’s computer screen. As another example, 

Intelligent tutoring systems record in the data 

every time a learner submits a solution to a 

problem; they may collect  time of  submission, 

whether or not  solution matches  expected 

solution,  amount of time that has passed since  

last submission,  order in which solution 

components were entered into  interface, etc.  

Precision of this data is such that even a fairly 

short session within a computer-based learning 

environment may produce a large amount of 

process data for analysis. 

In other cases, data is less fine-grained. For 

example, a student's university transcript may 

contain a temporally ordered list of courses taken 

by student, grade that student earned in each 

course & when student selected or changed his or 

her academic major [4]. EDM leverages both types 

of data to discover meaningful information about 

different types of learners & how they learn, 

structure of domain knowledge, & effect of 

instructional strategies embedded within many 

learning environments.   
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3 RESEARCH METHODOLOGIES             

Within explosive growth of data on different 

domains like education, industries & others 

required to extract knowledge from data in such 

manner to explore much knowledge from that 

data. For that purpose we identify most frequently 

used data mining algorithm & we found that for 

classification purpose researchers are go through 

SVM & K-NN [5]. 

To work within SVM & K-NN we decide to 

perform complete task fewer than three steps.  

 

Experimental data selection: 

Data selection, data transformation 

Different type of data selected as experimental 

data set. To get performance is varies or not 

according to data. Here we collect data of different 

size & different types, like we use data nominal 

data & numerical data both to evaluate results. 

Data analysis using selected data models: Here 

implementations of algorithms are includes. Data 

analysis used to different algorithm includes data 

analysis or model building using both data models.  

Result analysis: different system generated 

resultant parameters are generated. Result analysis 

includes performance analysis of system on 

different parameters like accuracy, time taken to 

build model etc. 

 

4 SUPPORT VECTOR MACHINE (SVM)  

Support Vector Machine is a supervised machine 

learning algorithm which could be used for both 

classification & regression challenges in 

educational sector.  

 
Fig 1 SVM 

However, it is mostly used to classification 

problems. In this algorithm, we plot each 

Educational mining data item as a point in n-

dimensional space (where n is number of features 

you have) within value of each feature being value 

of a particular coordinate [6]. Then, we perform 

classification by finding hyper-plane 

that differentiates two classes very well. Support 

Vectors are simply co-ordinates of individual 

observation. Support Vector Machine is a frontier 

which best segregates two classes (hyper-plane/ 

line). 

 

5 KNN  

In pattern recognition,  k-Nearest Neighbors 

algorithm (or k-NN for short) is a non-parametric 

method used for classification & regression. In 

both cases, input consists of k closest training 

examples in feature space. Output depends on 

whether k-NN is used for classification or 

regression [7]: 

In k-NN classification, output is a class 

membership. An object is classified by a majority 

vote of its neighbors, within object being assigned 

to class most common among its k nearest 

neighbors (k is a positive integer, typically small). 

If k = 1, then object is simply assigned to class of 

that single nearest neighbor. 

In k-NN regression, output is property value for 

object. This value is average of values of its k 

nearest neighbors. K-nearest neighbor algorithm is 

a method for classifying objects based on closest 

training examples in the feature space. K-nearest 

neighbor algorithm is among the simplest of all 

machine learning algorithms. Training process for 

this algorithm only consists of storing feature 

vectors and labels of the training images.  

 

6 STUDENT PREDICTION USING SVM &     

KNN  

Previous section describes the used algorithms for 

implementation. Implementation of both 

algorithms is performed & results are described in 

this section. We have applied the SVM and KNN 

classification algorithm to find the classification 

accuracy. WEKA tool is used for the 

implementation of the given dataset. We select 

data for experiment purpose in CSV format. 

Performance evaluation of both algorithms is 

obtained by using N cross validation process. And 

performance analysis is conduct under accuracy, 

model build time etc. For the prediction we have 

https://en.wikipedia.org/wiki/Pattern_recognition
https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Feature_space
https://en.wikipedia.org/wiki/Integer
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used student academic record of B.Tech CSE from 

JIET college batch 2013. Data given in below 

table represents our Data set which is used to train 

model and predict them. There attributes are roll 

no., student’s name, total marks, percentage, target 

class. In machine learning there are two main 

things first training. The below given data is used 

to train algorithm actually training is a model 

building process where we design a data model to 

negotiate with it. After that we use some data 

samples to test data. At the time of training 

required to supply all attributes with Target value 

which is required to be predicted. After training or 

model building process we supply the test values 

to the model and negotiate with model. After 

negotiation we get the predicted values from the 

model. In our data set target is some values which 

is to be predicted. We can say target is our class 

value. 

 
Table 1 Shows Total marks & percentage with 

Target class. 

  

Here, we have taken two classes i.e. GOOD and 

OK. The students having percentage greater than 

equal to 80 are classified in the class GOOD and 

other is classified in OK class. According to this 

dataset there are 84 instances, 16 Attributes. 

Where 23 instances are OK and 61 instances are 

GOOD. We have used a confusion matrix to get 

the proper result. A confusion matrix is a table that 

is often used to describe performance of a 

classification model on a set of test data for which 

true values are known. In field of machine 

learning & specifically problem of statistical 

classification, a confusion matrix also known as an 

error matrix. It is a specific table layout that allows 

visualization of performance of an algorithm. The 

most basic terms of confusion matrix are:   

1) TP (True Positives): These are cases in which 

we predicted GOOD (they have good grades i.e., 

greater than equal to 80), and they also do have 

good grades. 

2) TN (True Negatives): We predicted OK and 

they don’t have good grades.  

3) FP (False Positives): We predicted GOOD, but 

they don’t actually have good grades. Also known 

as Type I  error.  

4) FN (False Negatives): We predicted OK but 

they actually do have good grades. Also known as 

Type II  error. 

5) Positive Predictive Value: This is very similar 

to precision, except that it takes prevalence into 

account.  

6) Null Error Rate: This is how often you would 

be wrong if you always predicted the majority 

class. (In our example, the null error rate would be 

23/84=0.27 because if you always predicted 

GOOD, you would only be wrong for the 23 OK 

cases). 

7) Cohen's Kappa: This is essentially a measure 

of how well the classifier performed as compared 

to how well it would have performed simply by 

chance.  

8) F Score: This is a weighted average of the true 

positive rate (recall) and precision.  

9) ROC Curve: This is a commonly used graph 

that summarizes the performance of a classifier 

over all possible thresholds. It is generated by 

plotting the True Positive Rate (y-axis) against the 

False Positive Rate (x-axis) as you vary the 

threshold for assigning observations to a given 

class. 

To obtain results we have chosen cross validation 

process and set the number of folds 10 to find 

accuracy and other performance parameters of 

SVM & KNN and also represent confusion matrix 

using both algorithm. Experimental results & there 

attributes are shown in below figures. 
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Fig 7 Shows Confusion Matrix using SVM. 

Similarly we have selected cross validation to find 

accuracy of KNN and also represent confusion 

matrix of KNN.  

 

 
Fig 9 Shows Confusion Matrix of KNN using 

WEKA. 

 

As shown in above figures Time taken by SMO to 

build model is 0.15 sec & Time taken by KNN is 0 

sec. In SMO Correct classified instances are 81 

whereas in KNN correct classified instances are 76 

and Incorrect classified instances of SMO is 3 

whereas in KNN are 8. We can see the 

comparative Analysis result of KNN and SVM in 

confusion Matrix form.  

Fig 10   Comparative Analysis result of KNN and 

SVM in confusion Matrix.    

KNN Confusion Matrix:                               

 

 

 

 

 

 

 

 

 

 

 

SVM Confusion Matrix:                                        

 

 

                               

 

 

 

 

 

 

 

Above each column of matrix represents 

instances in a predicted class while each row 

represents instances in an actual class. There 

are two predicted classes i.e., GOOD & OK. 

Here, GOOD would mean they are good (they 

have obtained good grades which is greater 

than 80). And OK would mean they don’t 

have good grades which are below than 80. 

After evaluation we found the following 

results of KNN and SVM.  The classifier 

made a total of 84 predictions (84 instances 

were being tested).  

In case of KNN, out of these 84 cases the 

classifier predicted GOOD 69 times & OK 15 

times and in reality, 61 students in the sample 

have GOOD grades & 23 Students don’t. 

Similarly by applying SVM, out of these 84 

cases the classifier predicted GOOD 62 times 

& OK 22 times and in reality, 61 students in 

the sample have GOOD grades & 23 students 

N=84 Predicted: 

       OK 
Predicted: 

GOOD 
 

Actual: 

              

OK 

TN 

       15 
FP 

      8 
 

    23 

Actual: 

             

GOOD 

FN 

       0 

TP 

      61 
 

    61 

     

     15 

 

    69 

 

N=84 Predicted: 

       OK 
Predicted: 

GOOD 
 

Actual: 

              

OK 

TN 

       21 
FP 

      2 
 

    23 

Actual: 

             

GOOD 

FN 

       1 

TP 

      60 
 

    61 

     

     22 

 

    62 

 



VVoolluummee--1100,,  NNuummbbeerr--11  JJuunn--DDeecc  22001166  pppp..  1155--1199          IImmppaacctt  FFaaccttoorr  22..88          available online at www.csjournalss.com  

 
 

Page | 19 
 

don’t. The experimental results rates that are 

computed are given as:   

1) Accuracy: Overall, how often is the 

classifier correct. Using confusion Matrix 

accuracy formula i.e., ACC= (TP+TN)/ (Total). In 

case of KNN, we get (61+15)/84= 0.904 whereas 

in case of SMO, we get (60+21)/84= 0.964. Which 

shows KNN gives 90% accuracy whereas SMO 

gives 96% accuracy. Thus, SVM is more accurate 

as compare to that of KNN. So from our 

experiments we conclude that SMO is better than 

KNN.  

2) Misclassification Rate: Overall, how often is it 

wrong? Also known as ‘Error Rate’.  It is 

calculated by (FP+FN)/ (Total). In case of KNN, 

we get (8+0)/84= 0.095 whereas in case of SMO, 

we get (2+1)/84= 0.035. As we can clearly see 

SMO is better than KNN.  

3) True Positive Rate: When it is actually 

GOOD, how often does it predicted GOOD. It is 

calculated by TP/Actually GOOD. In case of 

KNN, we get (61/61) = 1 whereas in case of SMO, 

we get (60/61) = 0.938. It is also known as 

‘Sensitivity’ or ‘Recall’.  

4) False Positive Rate: When it’s actually OK, 

how often does it predicted GOOD. It is calculated 

by FP/Actually OK. In case of KNN, we get (8/23) 

= 0.347 whereas in case of SMO, we get (2/23) = 

0.086.  

5) Specificity: When it’s actually OK, how often 

does it predict Ok. It is calculated by TN/Actually 

OK. In case of KNN, we get (15/23) = 0.652 

whereas in case of SMO, we get (21/23) = 0.913. 

It is also equivalent to 1 minus False Positive Rate.

  

6) Precision: When it predicted GOOD, how often 

is it correct? It is calculated by                TP/ 

Predicted GOOD. In case of KNN, we get (61/69) 

= 0.884 whereas in case of SMO, we get (60/62) = 

0.9677.  

7) Prevalence: How often does the GOOD 

condition actually occur in our sample? It is 

calculated by Actual GOOD/Total. In case of 

KNN, we get (61/84) = 0.726 whereas in case of 

SMO, we get (61/84) = 0.726.  

As we can clearly see from above experimental 

result rates SVM gives better results in most of the 

cases.  

 

7 CONCLUSION & FUTURE SCOPE  

After implementation we found that SVM is 

more accurate as compare to that of KNN. So from 

our experiments we conclude that SMO is better as 

compare to KNN. The various data mining 

techniques could be effectively implemented 

on educational data. From results it is clear 

that classification techniques could be applied 

on educational data for predicting student’s 

outcome & improve their results.  We have 

implemented the SVM & KNN on the dataset 

having the 84 records. The SVM and KNN 

can be implemented on the having the more 

records. Other machine learning technique can 

also be used.  
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